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Abstract

One major aim of railway operations research isidentify bottlenecks in the
infrastructure. In the past, lines were analysedeitail but junctions were often neglected
because of their complexity. The consequences be@ndent at the “ends” of various
European high-speed projects. For the purposesekamg capacity, junctions can be split
into route nodes and sets of station tracks. Rootkes contain the switching zones in the
throats of stations, linking the adjacent lines/andtation tracks. They allow several train
moves to be performed simultaneously as long aettle not conflict in whole or part.

Besides simulation approaches, recourse is alsowlath assessing the capacity of
railway infrastructure to analytical methods basedqueueing theory. These analytical
methods establish a correlation between the lefeltitisation of infrastructure and
resultant performance parameters such as waitimgstor waiting probabilities.

Analytical methods can even be adopted without ste a specific timetable. It is
sufficient to know the quantities of each differéppe of train involved, the train mix
being calculated stochastically. Calculations takeount of the minimum headway times
between train moves. Analytical models are usedldog-term or strategic network
planning. There is usually no detailed timetablailable for such long planning horizons,
just a certain amount of general information onititended transport schedule. Another
advantage of analytical approaches is that comgtitines are fast.

Analytical methods of calculating the capacity ioeks and station tracks are already
very widespread and have been incorporated intoumber of software tools.
Approximative solutions have provided the sole nseahassessing route nodes hitherto,
however.

This paper describes an algorithm for calculatheywaiting and loss probabilities for
a route node. The approach adopted uses a mudtimes queue to model a route node, an
area of track over which two or even more train ewwan, after all, be performed
simultaneously. First, the system’s basic charwties are described. An equation for
calculating the exact loss probability of the sysis then extrapolated before conducting
an approximation exercise to deduce waiting prdhigsi. The system’s capacity is
arrived at by comparing the waiting probabilitiedoulated with an acceptable “level of
service”.
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1 Introduction

Economical running of the railway system is pretiidaupon track facilities being
correctly dimensioned. The high level of investmdong planning periods and long
service lives associated with such track facilitiesan that any change in the way they
impact on performance capacity as well as in thein performance patterns needs to be
studied and assessed. The performance capacitgosffiacilities depends not only on the
infrastructure available but also on the loadingvtach they are subjected in the form of
the transport schedule being put to effect andjtfadity of conveyance and transportation
underpinning it.

Dimensioning railway infrastructure generally inve$ dividing it up into lines and
nodes. Whereas a number of procedures for calogléttie performance capacity of lines
have established themselves in recent years [1F], dnly tentative methods of
determining the capacity of nodes are as yet adeilfl 7], despite the fact that railway
nodes are often where congestion actually occ@k The primary reason for this is that
nodes are considerably more complex in nature lthea and are more difficult to model.
As well as comprising a set of station tracks, iftstance, a node also includes the
switching zones in station throats, known as raaees. Route nodes link the adjoining
lines with the set of station tracks. Figure 1 skdw schematic form the division of a
node into route nodes and a set of station tracks.
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Figure 1: Modelling railway nodes with route nodB#) and a set of station tracks (ST)

The present paper sets out a method of determihiegoerformance capacity of route
nodes. Progress to date is detailed in Sectiom 2yhich attention is also given to a
variety of methods of determining node capacityctidas 3 and 4 draw on [10] and

describe the modelling of a route node as a me#tdurce queue. An equation for the
exact computation of loss probabilities in routede® is extrapolated. As a means of
determining performance capacity, the following t#et 5 sets out a method whereby
waiting probabilities can be approximatively deterad. By way of conclusion, the

equations elucidated are applied in a sample caatipatin Section 6.



2 Progress to Date

Determining the capacity of railway facilities ctitistes a key challenge for railway
operations research. Further factors impactingapacity besides the infrastructure being
dimensioned are the transport schedule under rearethe accepted level of quality. A
track facility’'s capacity is essentially the numbef service enquiries that can be
processed to an accepted level of quality withenglriod under review.

This loading-based level of quality can be defineda number of ways. The first
involves a set of parameters used to rate the dinheethat are solely dependent on the rate
of utilisation, one example being occupation ratié-urther quality requirements serve to
rate traffic quality on the basis, for instance]eafels of punctuality. Use is also made in
railway operations research of waiting times ortingi probabilities as levels of quality,
to conclude. It is possible to establish waitinges and waiting probabilities both for the
compilation of timetables (scheduled waiting times)d for the operation of trains
(unscheduled waiting times) [18]. All of the parders referred to reveal a correlation
between quality and a track facility's rate of igtition: any increase in the rate of
utilisation induces changes in the quality indicato

A track facility’s theoretical performance capacitis performance limit, is attained
once the system continuously receives more seerigeiries than it can deal with. This is
a scenario that would give rise to an infinite quietiheoretical performance capacity is
merely a parameter with which to describe the sysémd is not suitable for practical
capacity quantification exercises. Reference is ensm [11] where determining the
performance limit for route nodes is concerned.ufgg?2 illustrates the correlation
between a track facility’s rate of utilisation aitsl ‘occupation ratio’ and ‘traffic quality’
parameters based on levels of punctuality and mgpttimes.
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Figure 2: Correlation between rate-of-utilisatiordajuality parameters

It is the practical potential for performance tisabf interest when establishing capacity.
This is arrived at by stipulating a specific lexs#dl service, an operation that involves
defining either an admissible occupation ratio ks implicit level of service or an

admissible waiting time as the explicit level of\gee. It is then possible to determine the
admissible rate of utilisation for this stipulatiedel of quality by computing the rate of



utilisation that would be achieved at this levekefvice.

Figure 3 portrays the correlation between a tracklify’s rate of utilisation and the
ensuing waiting times. If the level of service pesified as being an admissible waiting
time, it can be concluded that the facility’s capais the optimum number of traimgp.

It is thus plain to see that capacity is a variadaity. It is also technically feasible to
process more than the optimum number of traingjghdhis is likely to lead to a drop in
quality.
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Figure 3: Determining the optimum number of trdimsa predefined level of service

The two following sections contain an elucidatidntlte methods adopted to determine
node capacity (Subsection 2.1) as well as a digmuss the “levels of service” employed
as rating benchmarks (Subsection 2.2).

2.1 Methods of determining node capacity

The multifarious interactions between, and widemoek impact of, railway nodes mean

they are often complex structures that are awkwardnalyse. It is usual, therefore, to

divide a node up into a set of station tracks dre accompanying route nodes. Route
nodes are notably distinguished by the fact thalike on open line track, it is sometimes

possible - depending on how the routes are satseieeral train moves to negotiate them
in tandem. There are a variety of means of ratimdyguantifying the capacity of nodes in

railway operations research.

One method involves recreating traffic patternsaatailway node in as realistic a
manner as possible. Tools that allow the operaifamains to be simulated are a suitable
means of achieving this. Forming their point of alépre are a microscopic infrastructure
model and the train moves in an archived timetalnléhe course of conducting a large
number of Monte-Carlo simulation runs, disrupti@ne introduced into the timetable that
may lead to (knock-on) conflicts, and altered ragnislots as a result, during the



simulation exercise. When evaluating such multgiaulation runs, attention focuses on
deviations from the original timetable. These gatgiconcern operating parameters such
as levels of punctuality or increases/decreaseglimys. One microscopic simulation tool
currently in use, for instance, is the LUKBethod [6].

Alongside generically generated simulation datee gan also be made of actual
operating data for analysis and evaluation purpoBeis approach is particularly suitable
when evaluating the stability of the actual timégalDiverse means of evaluating and
analysing operating data are detailed in [5].

Another potential procedure is to consider capawitth the aid of “compilatory
methods”, i.e. by determining the capacity consumeder the timetable. The method
most commonly adopted involves compressing a tinketpursuant to UIC Code 406
[15]. UIC Code 406 draws on the concatenation nektthevised by ALER [1] in which
timetabled train-paths (stepped blocking-time sriare pushed as close together as
possible. UIC Code 406 addresses itself to the atenation of sections of line;
extensions of its scope to embrace the calculatfonode capacity are the subject of
ongoing discussion in the relevant specialist ditere [8], [9] and are currently being
elaborated by the UIC [17].

An admissible occupation ratio is used as the tudienchmark under the
concatenation method. Guideline figures arrivedvitth reference to selected illustrative
lines adopting the analytical methods set out beloavgiven in UIC Code 406 [20].

Analytical methods of establishing capacity alsésgxXurthermore. Under these, an
equation-style correlation is established betwéenttack facility’s rate of utilisation and
the ensuing parameter - primarily waiting probaiesi/waiting times. These methods
draw on the queueing theory, under which custoreenathds are processed in single or
multiple-channel queueing systems. More detailéarmation on the queueing theory for
railways is contained in [18]. One particular adeae of the analytical approach is that
no actual timetable is required as an input vaeiadé with other methods, general
information on the transport schedule in the forftlee train mix being sufficient.
Analytical methods are most notably adopted intatyia network planning where there is
as yet no timetable with which to assess futurexciyp quantification requirements. The
computing times involved with analytical method® dar shorter than for simulation
exercises, moreover.

A method originated by ERTEL [7] exists for quantifying the capacity of station
tracks in railway nodes by analytical means. Apprative approaches devised by
POTTHOFF[13] and GETTING [12] are available for route nodes. An exact djEtion of
loss probabilities for route nodes is set out i@][The following sections of the present
paper set out how waiting probabilities for a rontgle can be determined on the basis of
loss probabilities.

2.2 Quality benchmark as “level of service”

The methods now adopted for capacity studies opendth various types of quality
benchmark. Simulation exercises or service-datduatians are performed to analyse
parameters such as punctuality at selected cratigise or increases/decreases in delays.
There is no uniform application or directive foffidang such quality benchmarks.

The method specified in UIC Code 406 merely gaugesack facility's rate of
utilisation on the basis of its occupation ratibeTtimetable structure is factored in but no
consideration is given to features such as theimgsk(priorities) of train moves or to



delay parameters. UIC Code 406 enumerates unifomit Values for defining a quality
benchmark on the basis of admissible levels of patian [15].

Analytical methods can be adopted to establish tsattreduled and unscheduled
waiting times and probabilities. Use is specifigathade of the admissible quality
parameters in Germany and they are incorporateddinectives issued by DB Netz AG
for this reason [3].

All the methods mentioned give sole consideratmirain running factors, whereas
more recent research work additionally addressesmaeuic aspects. To this end the
outgoings and earnings of railway infrastructurenagers and train operating companies
are calculated and compared as a function of angheek facility’s rate of utilisation. The
optimum range from an economic point of view isrded to be that within which a rate
of utilisation yielding the greatest possible prdfir lowest possible loss) is achieved.
Reference is made to [14] for more detailed infdiama on economically optimum
numbers of trains.



3 Modelling a Route Node as a Multi-Resource Queue

This Section contains a formal description of howoate node is modelled, and how
differing train moves (customer types) are senfed,subsequent computation. A route
node is made up of a total sfqueueing channels. There can be no more than one
customer in any one queueing channel. A queueiranre thus corresponds to a
sectional route node for the purposes of railwagrafions research [16]. Figure 4
illustrates the queueing channels (sectional rowges) into which a route node at a
station throat is divided. In the example showm tbute node to the left of the set of
station tracks is divided into seven queueing chinmwhich are colour-highlighted.

Figure 4: Queueing channels in a route node

The queueing channels are numbered consecutively ds..s. The quantity of queueing
channels is taken as beiRgThe capacity vectar of the system is

c=(c.CrnGrnn) 1)

wherec, =10r . (2)

There are a total of different customer types occupying one or morenokés in the
route node. Customer types are designatgd=ak.g and differ owing to their differing
channel requirements. Let the arrival rate of austes of customer typgbeA;. This is
obtained by dividing the number of incoming custosmg of customer typ¢ by period of
time ty.

A= 3

Let the total number of all customers arriving aripd of timety be ny.



No = DN, (4)

It is assumed that the intermediate arrival timesa stream of demands are statistically
independent and of identical distribution. The allearrival rate of all customepsis the
total number of all customers divided by the penimdier review. It can alternatively be
established using the sum of the arrival rated@individual customers.

nt 9
A=2E=D0N (5)
tu j=1

Occupation matrixd denotes channels occupied by a customer. The atongmatrix is a
Boolean matrix measurirgby s.

a=(5,) (6)
5 = 1 if customerj occupieshannel, .
"o otherwise. (7)

Rowj in the occupation matrix details requiremnif customey.

8, =(8,1,8,08; 1) (8)

Any instance of occupation by a customer beginsikaneously for all channels required.
Once customeir has been served at service rgteajl occupied channels are re-cleared at
the same time. This means any route that has beteis completely cancelled. It is
assumed that service times are statistically indéget of one another and identically
distributed.

Conflict matrixA is a Boolean matrix measuriggy g. It denotes whether two customers
can be served simultaneously or whether they gsesto a conflict in the route node. Let

A=(a) ©)

where

a _{1 if customersand j occupyatleastonechannekogether, (10)
; =

0 otherwise.

The conflict matrix can be calculated for the custes’ requirementd;. as follows:



a = min{ﬁi, Eﬁj,T,]}. (12)

The service rate of a customgris the inverse of the latter's mean service tiffiee

occupation ratig; of a customej is defined as being the ratio of the latter’s\adriand
service rate.

py=—+ (12)

At any given time the system is either empty oe elsleast one customer is being served.
Whether several customers can be served at the tsmma@epends on their requirements
8.. It is possible with the aid of customer combioask to describe the system’s
statuses. A customer combination is possible if alktomers forming part of the
combination can be served at the same time. Lentimber of all possible customer
combinations with at least one customernheThe trivial scenario in which there is no
customer in the system is defined lkgs Combinations are numbered consecutively as
| = 0..m. Combinatiork; states which customers occur in combinatioh combination is
described in the form of

K = (ke Kook sy ) (13)
where
_ |1 if combinatim| involvesonecustomer, »
710 otherwise. (14)
The trivial combination arises when
ki=00j=1.9. (15)
It holds that combinatiok, is a possible combination at the precise momeminwh
k ld<c. (16)
Let the number of all possible combinationsiie
= KooKy Ky oo Ky Koy ) (17)

Combinationk; may occupy one or more channels in the system.b@wd occupation
matrix I denotes the channels occupied given combinakipifisis anm-by-s matrix.

r=(y,) (18)



1 if channel isoccupiedgivencombinationl,
Ir = . (19)
0 otherwise.
9
Yir :an [d, (20)

Quantity¥ is now allocated as a function of an incoming cuorsdrj. Let quantityQ; OW
be the quantity of combinations in which an incognicustomerj can immediately be
served; i.e. assuming that all channels requiredusyomerj are available. The elements
in Q; can be characterised as follows:

k 0Q; = 8, +y, <1 wherer=1.s. (21)

Let the complementary quantity f&; bed;, i.e.

(OFNER Y (22)

J

and
Q00,=Y. (23)

Quantity ®; contains all combinations in which an incomingtouserj cannot be served
owing to at least one required channel being oezldi follows from the characterisation
of ®; that

k O®; < J; +y, >1 for at least one channel (24)

The system’s stationary statiliscan be described in terms of status probabiliibere is
a certain probabilityr; that the system will be in the status of combomati. The
probability of there being no customer in the sysie denoted by means .

H={n0,rr1,rr2,...,ﬂ;,...,nm} (25)

In respect of status probabilities, it holds that

Osm <1 (26)

and

>om=1. (27)
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4  Calculating Loss Probabilities in a Route Node

DzionG and FOBERTS[4] set forth an algorithm that enables the lossbpbilities for a
multi-resource queue to be determined.

Establishing loss probabilitigs, first involves determining status probabilitigsfor the
stationary status. It holds for each combinakiptinat:

g
=], (28)
j:

In the following operation on the normalising cdiah (27)

first the initial addend is written out
o+ 2 T =1 (29)
and then equation (28) is inserted
m g9 K
H+ L Py |=1. (30)

A process of conversion yields

1
W="% 49 -
1+Z pjkﬂ (31)
I=1 j=
Since it holds for combinations, khat
2 k
|‘]pj =1, (32)
j=

11



it is possible to reduce equation (31) to

_ 1
m=—.

i o, K, (33)

1=0 j=

The inverse of can be regarded as constituting normalisationteohss.

m g

G=m,"= []r" (34)

1=0 j=

With statustg and the normalisation constant having been defiiiéd now possible to
compute all other statuses with the aid of (28).

[]e” (35)

The loss probabilitypy; of a customej equals the sum of status probabilitigsn which
an incoming customeris not admitted.

Py = DT (36)

| wherek 0,

The system’s complexity increases rapidly. Thisdie to the customer combination
options, which increase very rapidly in the casenafor nodes. A method is accordingly
set out in [10] whereby the degree of complexity ¢te lessened without any loss in
computing accuracy by breaking the overall systermto several subsystems.
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5 Determining Waiting Probabilities in a Route Node

Railway operations research makes no use of the posbabilities calculated in the
previous section, since it generally has queueystesns as opposed to loss systems at its
disposal. It is therefore necessary to extrapola#iting probabilities from the loss
probabilities calculated.d@THOFF[13] uses the loss probabilities calculated tedaine
the waiting probabilities for a set of station #aclt is fundamentally the case that loss
and waiting probabilities are virtually identicadrflow levels of occupation and only
begin to diverge significantly given higher levés. Figure 7).

An approximative solution is adumbrated below tledtablishes the waiting
probabilities in a route node on the basis of thgliaable loss probabilities. To this end,
consideration is first given to the loss and wajtiprobabilities for a single-channel
gqueueing system involving random arrival and sertimes. It holds for loss probability
pv.1 and waiting probability,,; under such a system that:

_ A
pv,l - A +u (37)
Pwa = u (38)
w,1 H
Correlating waiting and loss probabilities yieldmading-dependent factdr
Pui _ A+
f:_'lz_“:l+p (39)
pv,l U

If this factor is now also applied to the route apdhe following is arrived at as an
approximative solution for determining waiting tisne a route node:

P =@+p)IR, (40)

The loss probabilities for customer tyjpare accorded a supplementary factor through this
process of approximation. The quality of approxioatiepends on the number of further
customer types involved. The quality of this apjmmtive solution diminishes with each
further customer interacting with customer type.e. conflicting with it.
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6 Sample Computation

Let use be made of the route node comprising 7 €jaguchannels shown in Figure 4.
The queueing channels are numbered as follows.

Figure 5: Queueing channels one to seven in a raude

A total of five different customer types avail theglves of this queueing system, as
illustrated in the following Figure.

Figure 6: Customer requirements for a route node
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Occupation matrix for this queueing system is thus as follows:

1 0000O00O0
1001010
A=0 011100
0111000
0110001

Let the arrival and service rates for customers be:

Cust. type Arrival rate A Service ratep
1 0.06 0.5
2 0.02 0.4
3 0.03 0.6
4 0.04 0.5
5 0.05 0.3

Table 1: Arrival raté. and service rate u by customer type

The overall arrival raté in this example is

A=Y\, =020.

=1

This illustrative example yields the following loasd waiting probabilities for the five
customer types.

Cust. type Loss probabilityp, Waiting probability p,
1 0.1416 0.1586
2 0.2277 0.2391
3 0.2586 0.2715
4 0.2586 0.2793
5 0.2255 0.2631

Table 2: Calculation of loss and waiting probalgiit

The average values computed across all customas giloss probability of 21.21 % and

a waiting probability of 23.38 %. The loss and wajt probabilities for other rates of

utilisation are likewise calculated by varying thgival rates whilst retaining the same
mixing ratio. In addition, the waiting probabilifeestablished are compared with the
values from a Monte-Carlo simulation exercise. Tésults are shown in the following

Figure.
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Figure 7: Loss and waiting probabilities for vasaarrival rates

At low rates of utilisation roughly up to an ovdratrival rate) of 0.2, there is little to
separate loss and waiting probabilities. The diffiee becomes more pronounced where
loadings are greater.

7 Concluding Summary and Outlook

Use is made of a variety of rail service researethods when determining node capacity
these days. An existing timetable is evaluated urtle compilatory method, whilst
simulation and traffic analyses operate with seryarameters, and the analytical models
used in queueing theory establish waiting timewaiting probabilities. The performance
capacity of a given track facility is gauged withfarence to various types of quality
benchmark under these different methods.

Analytical models can only provide data on a tréakility’s performance capacity
with reference to an anticipated future transpeoiesiule and, for this reason and owing to
the short computing times involved, are most sigtédr strategic network planning.

For the purpose of establishing capacity, railwages are divided up into a set of
station tracks and the switching zones constitutirsation’s “throats” (route nodes). It is
possible applying the set of equations containgtlispaper to exactly determine the loss
probabilities for a route node. An approximative amg of extrapolating waiting
probabilities is pointed up. The quality of thispapximative solution diminishes as the
track facility’s level of loading rises.

Any future refinement of analytical models is degent upon conclusive research
being conducted into enhanced means of estimataiting probabilities, including for
the heavy-traffic sphere.

There is a need, to conclude, to additionally apptgrnationally recognised quality
benchmarks and a uniform procedure for establisbaggacity to railway nodes by, for
instance, extending the scope of UIC Code 406.
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